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Abstract: A natural language sentence needs some pre-processing before it is used for Natural Language Processing (NLP). The
pre-processing step depends on the task to be performed on that natural language sentence. It is often called normalization of text.
It is the step for preparing the sentence for further processing and so largely depends on the further processes. The first step for
preparing the raw text for further processing involves cleaning the unwanted special characters from text. After cleaning, the next
step is to replace some words or multiword expressions with alternative standard terms that are easy to process. In third step the
sentence is split into tokens called tokenization. Last important step is stemming the words to remove any affixes attached to
them. This paper presents a technique to normalize text for the development of an interface to query relational databases in
Punjabi language. In this development the important words will be extracted from the query sentence and the sentence as a whole
is not taken into consideration; instead some undesired words are ignored during further processing. These undesirable words are
those words that may not be the information themselves but may be helpful in extracting the information from the text. This paper
presents a normalization methodology that includes four steps that are Cleaning, Substituting, Tokenizing and Stemming.

IndexTerms - Normalization, Natural Language Processing, Punjabi Language Processing, Cleaning, Substituting,
Tokenization, Stemming.

. INTRODUCTION

Text processing is a task in research which belongs to Natural Language Processing (NLP) [1]. A natural language sentence
needs some pre-processing before it is used for Natural Language Processing (NLP). The pre-processing of text is done to simplify
the further processing. The pre-processing step depends on the task to be performed on that natural language sentence. For
example, some pre-processing tasks remove un-desirable words from text while some others preserve them for further processing.
It is often called normalization of text [2]. It is the step for preparing the sentence for further processing and so largely depends on
the further processes. The normalization of text is done in several ways. Preparing the raw textfor further processing involves
cleaning the unwanted special characters from text [3]. Any noiseother than proper words from text is removed while cleaning
[4].Normalizing the text may also involve to replace some words or multiword expressions with alternative standard terms that are
easy to process. In languages, same thing may be written in a number of ways making the text processing complicated. So,
replacing these variations with standard alternative words may also be performed as per the need. For easy handling the sentence
may be split into tokens called tokenization [5]. Rather than processing the whole sentence, it is divided into individual words for
easy processing. Stemming may be done to remove any affixes attached to the words [6]. Affixes are attached to wordsto make the
sentence meaningful and grammatically correct, but they are not suitable during text processing [7]. This paper presents a technique
to normalize text for the development of an interface to query relational databases in Punjabi language. In this development hamed
entities are the important words in a sentence and the sentence as a whole is not taken into consideration; instead some undesired
words are ignored during further processing. These undesirable words are those words that may not be the information themselves
but may be helpful in extracting the information from the text. This paper presents a normalization methodology that includes four
steps that are Cleaning, Substituting, Tokenizing and Stemming.

I1. RELATED WORK

Punjabi is a very low digital resources availability language. A research paper has been found related to the normalization of
Punjabi words written by Gupta et al. [8]. The methodology discussed by the author is to generate a normalization database
containing non-standard Punjabi words along with their equivalent standard Punjabi words. The author used a rule based

algorithm to extract the words from 50 news articles. The presence of some characters such as < (Bindi), < (Adhak) and <
(Bindi at Foot) is replaced with null and some Punjabi characters (J,<,d)that are used in short form as Foot

Characters(::)which are replaced with their equivalent Characters in full form i.e. as J,€ and 9. The purpose is to remove
any variations from same words written in multiple ways.

I1l. METHODOLOGY

As already discussed that the process of normalization is greatly dependent on the further processing for which the
normalization is done. The related work done by Gupta et al. [8] assists in removing any variations in similar words in
Punjabi input text. But the pre-processing phase discussed in this paper is for the development of an interface to query relational
databases in Punjabi language. So, the requirements are different and hence the methodology also differs.
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This paper presents the methodology to make the Punjabi sentence ready to process for the development of an interface to
query relational databases in Punjabi language. The whole methodology is divided into three categories as shown in Figure 1.:-

Punjabi Query Sentence
e.g.
(*EI5" TIHTIMI B &H:, W3 BE-U3T ©R; fAds™ © Afgg ufewsT 3 | 1)

(*Uhanarnkaramacarr'ardénam:,atétha'um-patadaso; jihanamdasahirpati‘alahai. .)

!

Cleaning
e.g.

8Is" IIgHTEM B &7H W3 g8 U3 SRfAIs’ T Afga ufenwrsr I

Uhanamkaramacarramdénamatétha'umpatadasdjihanarmdasahirpati'alahai

Substituting
e.g.

8T SFHTEM T & 3 U3T TRfAATT "igg UfewsT I

Uhanamkaramacarramdénarmtépatadasojisdasahirpati‘alahai

U

Tokenization
e.g.
[0] BT [6] SR [0] Uhanarh [6] daso
[1] FFHE<EM  [7] A [1] karamacar'am [7]iis
[2] & [8] & [2] d& [8] da
[B1 5 [9] Afag [3] narh [9] sahir
[413 [10] ufenrsT [4] te [10] patiala
[5] u3" [11] 3 [5] pata [11] hai
!
Stemming
e.g.
[0] €I [6] & [0] Uhanarh [6] dasd
MESEEG [7] fAA [1] karamacart [71iis
[21T 81T [2] de [8] da
[3] & [9] Afgg [3] narn [9] sahir
[413 [10] ufewrsr [4] te [10] patiala
[5] U3 [1113 [5] pata [11] hai

Figure 1: Steps of Pre-Processing Phase of Query Normalization
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3.1 Cleaning

The first step is to clean the raw text to remove any unwanted characters from it. Preparing the raw text for further
processing involves cleaning the unwanted special characters from text. Any noise other than proper words from text is removed
while cleaning. For example, if the input Punjabi sentence is something like:

(*8I5T IIHTIM & &H:, w3 BE-U3T TR; frgst T "fgg ufenwrsT I 1 1)

(*Uhanamkaramacart ammdénama:,Atétha'um-patadaso; jihanamdasahirapati‘alahai. .)

8T, Ham? T {&H} {faHrdhi} w3 g8-U3" €1 fAgs’ € 81T 50 &3 frmier I

In the above Punjabi sentence, there are many unwanted special characters that are not suitable to process the valid Punjabi
words during further processing. So these unwanted characters are removed to clean the sentence as:

EI&" ITTHTSIM © &H W3 BE U3T TR fAgs’ © mfag ufewst I
Uhanamkaramacarramdénamaatétha'umpatadasdjihanamdasahirapati‘alahai
ST HIHAE SHEHSMMZ BEUST TR fAgs © 813 50 &8 famer I

Uhanammarizamdanambimarramatétha'umpatadasdjihanamdiumar 50 nalomji'adahai

3.2 Substituting
This is a major step of normalization in which some words are replaced with substitute words to make the sentence simpler. The

words are replaced with their simpler forms using a database table of words and their synonyms. To create the database table,

dataset is taken from IndoWordNet [9]. The database table contains all possible synonyms of simple words. The concept is to
replace any synonym with its equivalent simple word to simplify the sentence. Some replacements that are not covered using this

database table of synonyms, belongs to multiword expression such as ‘& w3 To simplify these types of multiword expressions

with their single word equivalents, another database table of words is created by manually analyzing text from various news
articles, books and online text.

For example, the sentence obtained after cleaning from previous step is:

EIa" IIHTOIMI B &H W3 58 U3 ©R fAgs™ T "fgg ufewsr 3
Uhanamkaramacarramdénamaatétha'umpatadasdjihanamdasahirapati‘alahai

I HIET S HEHIMMS BEU3T ©R fAds™ ©F 81T 50 &8 famrer I

After substituting the simple words by replacing their synonyms and replacing multiword expressions, the sentence obtained is:

8Is" IIHTIM B & 3 U3T TR faA T Afgg UfewsT I

Uhanarnkaramacarramdénamtépatadasojisadasahirapati‘alahai

gIsHIAT S I3 U3 SR fAR T @I 50 320 3

Uhanammarizamdanambimarr'amtépatadasojisdaumar 50 tormvadhhai
3.3 Tokenization

The complete sentence is almost simplified, but some words may contain affixes attached to them. To normalize these words,
the sentence needs to be split into individual tokens, so that those tokens can further be processed one by one. Tokenization splits
the whole sentence into individual tokens based on delimiter such as space in example sentence used in this paper [5]. The

individual tokens are stored in an array to easily traverse the tokens back and forth. No change in any word is done at this step, only
individual words are extracted from the whole sentence and stored in one dimensional array.

For example, the sentence obtained after substituting in previous step is:

8I&" ITTHTOIM T & 3 U3T TR fan T mfag ufewsr I

Uhanamkaramacarramdénamtépatadasdjisadasahirapati'alahai

In tokenization step, this sentence is split using space as delimiter. All other special characters have already been removed from
the sentence in first step of cleaning. So, after tokenization the individual words (tokens) are:
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[0] €& [0] Uhanarh
[1] FSHTTIM [1] karamacariar
[2]e [2] de

[3] & [3] narm
[413 [4] t&

[B] U3 [5] pata

[6] R [6] daso
[7] fm [7] jisa

81 =" [8] da

[9] Hfgg [9] sahira
[10] Ufenrsr [10] pati'ala
[11] 3 [11] hai

Similarly, the following sentence obtained after substituting step is tokenized:

SIsHIA TS TS U3T SR frm e @Hg 50 320 I

UhanammarizamdanambimarrTamtépatadasojisdaumar 50 tdrmvadhhai

[0] €& [0] Uhanam
[1] HI= [1] marizam
[2] T [2] da
[3] & [3] narh
[4] faHrIit [4] bimarTam
[5]13 [5] te
[6] U3T [6] pata
[7] S” [7] daso
[8] frm [8] jis
1< [9] da
[10] 8Ha [10] umar
[11] 50 [11] 50
[12] 3 [12] torh
[13] =0 [13] vadh
[14] [14] hai

3.4 Stemming

There may remain some words that have affixes attached to them. Stemming is the process of removing any affixes and use the
root form of the word. A root form of a word is the base word which is appended with prefixes or suffixes to generate another word
that is required to make the sentence grammatically correct. But these prefixes and suffixes create variations in the same word and
these variations make text processing more complicated. For stemming these words, Punjabi language stemmer algorithm proposed
by Gupta et al. [9] is used. This algorithm uses a set of rules to stem Punjabi Nouns and Proper names.

For example, the token ‘SIHTITIMI™ used in the example in previous step is stemmed to ‘FIHTTII and the final list of tokens

IS:
[0] BI& [0] Uhanarm
[1] FSHTI [1] karamacarT
[2]e [2] de
[3] & [3] nam
[43 [4] te
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[5] U3T [5] pata

[6] SR [6] das6
[7] fAm [7] jisa

[8] = [8] da

[9] Hfgg [9] sahira
[10] Ufenrsr [10] pati‘ala
[11]3 [11] hai

Similarly, the words HIt= and faH™Iit are stemmed to HIlw and f&HTST from the previous second example:

[0] & [0] Uhanar
[1] HI= [1] mariz
[2]= [2] da

[B]1 & [3] nam
[4] fenrat [4] bimari
513 [5] te

[6] u3T [6] pata
[7] SR [7] daso
[8] frm [8] jis

[o] = [9] 0a
[10] 8Ha [10] umar
[11] 50 [11] 50
[12] 3 [12] torn
[13] =T [13] vadh
[14] 3 [14] hai

These tokens are now ready to be processed for extracting useful information for the development of an interface to query
relational databases in Punjabi language.

IV. IMPLEMENTATION AND TESTING

Above methodology is implemented in ¢# using SQL Server database to store data. The implementation is done in Visual
Studio 2010 as Windows Application. Some smaller modules were also developed during database preparation. Dataset was taken
from IndoWordNet[10]as text files and converted to SQL Server format. Testing queries are prepared manually due to the absence
of such queries as Punjabi language resource. The screen shots related to Implementation of Query Normalization process are
shown in Figure 2 and Figure 3:

Substituted @?m" FEHTEM T T 3 U R fan e Fowe 35000 I ¥9 61 25 I we 3 wfow yoa 3 Tokenoa

ToIens \GaTamE T ST R i 3oaral 35000/ /e ve 25 /S e nfe yeal 3l

Stem

BED
aag%?agea v FEEE = T S v S frow € Soe 35000 3 Ta, 89 25 3 uie w mig yea 3 1 --Clean
Cloaned |70 T @ T wd vz &3t fraw & Forg 35000 3 27 G 25 ¥ i v wfira o 3 ‘
Lo

Stemmed g0 i & 5 3w S fw w 3o 35000 3 2 e 25 3 ufe 3 Hive yoa 3

Figure 2: Implementation Interface to perform Query Normalization
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LEX

Settings

ﬁmma 6T, v & {or} {fnrde] w3 96T € frae @ g 50 7 e 3

Clean

Cleaned €77 W & o frdhu 3 -z &3 firaw o @3 50 7 e 3 Substitute

Substituted (€95 1t & & fardts 3 1z SR fm e G 50 3393

Tokenize

Tokens |G e R 3 AR e Ge S O/ 3 Tsd

Stem

Stemmed |67 1A € 7 fordt 3wz SR fm e e 50 ¥ 3

Figure 3: Implementation Interface to perform Query Normalization

The above implementation is tested with 510 Punjabi language sentences (queries) from different domains and with different
sentence formats. To automate the Query Input, the queries are stored in a Unicode text file and are read one by one on pressing the

1 21?
button shown as in Figure 1. The button shows the query number being currently used as input. Some of the test sentences
and the output of Query Normalization are shown in Table 1:

Table 1: Some of the Test Sentences and output of Query Normalization

Punjabi Language Sentence Output of
(Query) Query Normalization
8ast;:,. fefenrgdt/ 2. }ererH{ W3EE- GIstfefenrggies’ 3UsTAAEMF503T0I6
USRS eNa505 3 e da|
€I, HIT? T {&H} {fardwi} w3 88-u3T TR I o T & ARt IusT SR fAA T 8HI 50 3
fAgs™ € €19 50 &8 frimmer I I
SIS IIHTIMEETHWIUSTRFIZ 35000 3T A GIsagHT ST & 3U3TAAA 35000 30 A
dd'dddotl'dce)dt‘ld() m
B T faadt famd 78 3 frimrer 373 &t 9@ B T fdoz fami Az 3o v ider I
4000 I LO0O I
35000 IO IS ETSATHT I T SHIUI NI 35000 SUZSH I T BITHT I TS IUITSS
gJot farat & &, g w3 s et J figs’ ©F I fams e & g 3 Mmits fde I far & vmies
WIHES 250000 3 We I3? 250000 3 We I
fefenrggeuz3nT frssaafAe s HIAII™ fefenrggieuz3ngfrsdaafiresgan 3
& fefenrggmienid 50 33us? fasfefenrggtemia 50 309
SI& IITHT I T S HNIUS TR IS EISSET 35000 IS IIHT I S IUITRHAATIEET 35000
3UGIHEHT 25 SWcaIIB3AIIHGIGIH IoHT 3euadHEHT 25 oI BHIT SIS SEHT
25000 feadid 25000 feasdid

A total of 510 query sentences from different domains are used to test the preprocessing phase and output of each step is stored in a
database tablefor evaluationusing the following structure shown in Table 2.:-
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Table 2: Structure of the database table used to store Inputs and Outputs of each step

Field Name Description

Punjabi_Query Inputted Punjabi Language Query
Sentence.

Substituted_Query Result of Substituting step of

replacing complex words and
multiword expressions with their
single equivalent simple words.
Tokenized_Words Result of Tokenization step of
dividing Substituted_Query into
individual tokens.

Stemmed_Words Result of Stemming step of
removing affixes from the generated
tokens.

The output table is evaluated to count the number of correct outputs and the results of evaluation are as follows:

Total number of Query Sentences used in Test = 510
Correctly Normalized as required = 476
Not Normalized as required = 34

The pre-processing phase can be considered as efficient if it is able to normalize the inputted Punjabi Query sentence to the format
that will be used for further processing.

The efficiency of Pre-processing phase is as follows:
Efficiency= (No. of Correctly Normalized Sentences/Total No. of Input Sentences) x 100= (476/510) x 100= 93.3%

Some of the query sentences used as input are not normalized as required. It is due to those words that were not available in
substituting table or were not properly stemmed by the stemmer. By adding more possible words to the substituting table the
required output can be obtained. Those words which are not properly stemmed by the stemmer can also be added to substituting
table and will be covered in ‘Substituting” step and no need toget those words stemmed by the stemmer.

The implementation of methodology including testing and test results are to show the efficiency of pre-processing phase. Since
the pre-processing phase is particularly implemented to develop an interface to query relational databases in Punjabi language, so
the efficiency cannot be compared with normalization methodologies implemented for other type of NLP applications.

V. CONCLUSION

A natural language query needsnormalization before it is used for Natural Language Processing (NLP). The pre-processing step
depends on the task to be performed on that natural language sentence. It is often called normalization of text. At this step the
sentence is prepared for further processing and so highly depends on the further processes. This paper presented a pre-processing
phase of development of an interface to query relational databases in Punjabi language. The first step for preparing the raw text for
further processing involved cleaning the unwanted special characters from text. After cleaning, the next step was to replace some
words or multiword expressions with alternative standard terms that are easy to process. In third step the sentence was split into
tokens called tokenization. Last important step was stemming the words to remove any affixes attached to them. The paper
presented the methodology that included four steps that were Cleaning, Substituting, Tokenizing and Stemming. The paper also
presented the implementation of methodology including testing and test result to show the efficiency of pre-processing phase. Since
the pre-processing phase is particularly implemented to develop an interface to query relational databases in Punjabi language, so
the efficiency cannot be compared with normalization methodologies implemented for other type of NLP applications.
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